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A B S T R A C T   

Al/Cu laser-welded overlap joints, in which weld-penetration depth significantly influences both joint strength 
and electrical conductivity, are widely applied in automotive battery cells. In this study, a unisensor convolu
tional neural network (CNN) model that predicts penetration depth using coaxial weld-pool images as input and 
multisensor CNN models that utilize additional photodiode signals are proposed. The penetration depth was 
estimated using an optical coherence tomography sensor. The coefficient of determination values for the uni
sensor and multisensor CNN models were between 0.982 and 0.985, and their mean absolute errors were be
tween 0.0278 and 0.0302 mm. The short-term Fourier transform multisensor model presented the best 
performance in terms of prediction of penetration depth when applied to the photodiode signal. The proposed 
prediction models were validated using a gradually varying laser power experiment, which demonstrated the 
efficacy of this approach and its potential use in automotive applications. Keywords: Laser welding, Al/Cu 
overlap joint, Penetration-depth estimation, Image sensor, Photodiode, CNN, Deep learning.   

1. Introduction 

In keyhole-mode laser welding, a thin capillary referred to as a laser 
keyhole is irradiated with a laser beam that is reflected multiple times 
within the keyhole. During multiple reflections of the laser beam, energy 
is transferred from the laser beam to the weld-pool surface by Fresnel 
absorption. The main heat-transfer mechanism for keyhole-mode laser 
welding involves multiple reflections, which enables a high aspect 
ratio—the ratio of penetration depth to bead width—within the cross- 
section of the weld. The weld width provides a good estimate of the 
weld-penetration depth in conventional arc welding and conduction- 
mode laser welding, excluding the disturbances caused by the Mar
angoni effect. However, the penetration depth in keyhole-mode laser 
welding is independent of bead width, owing to the multiple reflections 
within the laser keyhole. Modeling the penetration depth while 
considering multiple reflections is inherently complex. It is also practi
cally impossible to predict penetration depth based on process variables; 
however, several analytical models have been proposed for this purpose 
[1-4]. 

Copper and aluminum alloys are the main materials used for the 

electric interconnections of lithium-ion battery cells, and the dissimilar- 
metal joining between these alloys is indispensable in battery 
manufacturing [5]. However, even when the joining does not involve 
dissimilar metals, copper and aluminum alloys have poor weldability 
owing to their high thermal and electrical conductivity, and high laser 
reflectivity. Welding Cu/Al dissimilar-metal combinations is further 
complicated by differences in melting temperatures and intermetallic 
compounds. Sufficient electrical conductance and joint strength are 
necessary for the welded Al/Cu joints of battery cells. Therefore, laser 
welding is preferred because it has higher joint strength and electrical 
conductance per contact area than those provided by resistance spot 
welding and ultrasonic welding [6,7]. 

To ensure adequate connection characteristics, laser-welded overlap 
joints require a large bead width at the faying surface and an adequate 
weld penetration. The bead width at the faying surface is hereafter 
referred to as the interface bead width. A large interface bead width 
increases the available area for electric current flow and mechanical 
load bearing. However, an excessive bead width is accompanied by a 
high heat input into the weldment, which results in thermal distortion, 
strength degradation, and detrimental intermetallic compound growth. 
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In a study by Solchenbach et al. [8], a homogeneous interface between 
Al and Cu was formed in a “good-weld” case, compared with the “cold- 
weld” and “over-weld” cases. In the “cold-weld” case, insufficient heat 
input caused incomplete diffusive bonding between Al and Cu, and in 
the “over-weld” case, excessive heat input into the lower part of the 
overlap joint caused abundant dilution that resulted in cavities and 
pores within the melting zone. 

Monitoring penetration characteristics, such as interface bead width 
and penetration depth, during laser welding is not straightforward. The 
shapes of the weld pool and solidified weld bead may be easily observed 
from the top surface of the weldment using image sensors. However, the 
appearance of the weld pool and bead cannot be used as a direct measure 
of the penetration characteristics in keyhole-mode laser welding 
because the weld pool and bead have a wide range of aspect ratios. 

Laser-welding phenomena are intrinsically nonlinear, and neural 
network models have been developed to evaluate laser welding quality 
[9,10]. Lee et al. developed a neural network model to estimate weld- 
pool penetration from top-view weld-pool images that were acquired 
during pulsed laser welding; however, this application was limited to 
conduction-mode welding [11,12]. Zhang et al. [13] proposed a multi
sensor model to monitor laser-welding quality using multiple optical 
sensors and estimated the formation of weld defects, such as blow out, 
humping, and undercuts. Zhang et al. [14] proposed a deep learning 
model to monitor the porosity formation in weld beads using coaxial 
high-speed images of the weld pool. Zhang et al. [15] constructed a 
penetration-mode classification neural network model based on coaxial 
high-speed imaging. Lee et al. [16], Go et al. [17], and You et al. [18] 
demonstrated that using neural network models, penetration depth and 
interface bead width can be estimated from material combination and 
process parameters; however, these studies were not extended to in situ 
monitoring and prediction. More recently, the authors of this study 
evaluated the performance of various machine learning models in esti
mating the laser-weld penetration of Al/Cu overlap joints using photo
diode signals [19]. A band-pass filter was employed on the photodiode 
to detect a specific wavelength of Cu emission, and the penetration mode 
was successfully predicted. 

To the best of the authors’ knowledge, in situ penetration depth 
prediction of keyhole-mode laser welding using neural network models 
has not been previously reported.. Therefore, in the present study, deep 
learning models were employed to model a high-order nonlinear rela
tionship between weld-pool creation and penetration depth in the lower 
sheet of the overlap joint. Coaxial weld-pool images and photodiode 
signals were used as inputs for the deep learning models. To evaluate 
model performance, tests were performed using a unisensor signal from 
an image sensor and multisensor signals from an image sensor and a 
photodiode. 

2. Data preparation 

2.1. Experiments 

The base materials included an Al 1050 alloy and a Cu C1100 alloy 
with a thickness of 0.4 and 1.0 mm, respectively. The chemical com
positions and mechanical properties of the base materials are listed in 
Tables 1 and 2, respectively. The specimens were machined to a length 
of 150 mm and width of 50 mm. An Al sheet was placed on a Cu sheet in 
a completely overlapping configuration, and the weld length was 100 

mm along the longitudinal direction at the center of the specimen. 
The experimental setup is shown in Fig. 1. A laser beam with a power 

of 3 kW and a wavelength of 1,030 nm was generated using a 
continuous-mode Yb:YAG laser generator (Trudisk 3002, Trumpf 
GmbH, Germany). The beam was delivered through an optical fiber with 
a diameter of 0.2 mm and optics with a focal length of 300 mm. The laser 
beam was focused on the top surface of the specimen, and the beam 
diameter at the focal position was 0.3 mm. 

A high-speed camera (Mini UX30, FASTCAM, Japan) and photodiode 
were employed as input sensors. The high-speed camera was connected 
to the dichroic mirror in the optics, and coaxial images were collected at 
a frame rate of 10,000 fps and an exposure time of 1/10,000 s. The 
images had a resolution of 768 pixels in width and 232 pixels in height. 
To minimize the effect of laser-induced plasma and plumes on image 
acquisition, the specimen surface was illuminated with a 120 W diode 
laser beam of 808 nm wavelength. A band-pass filter and a neutral 
density (ND) filter were installed in front of the camera lens; the band- 
pass filter had a center wavelength of 808 nm, a full width at half 
maximum (FWHM) of 1.5 nm, and an ND8 filter. 

A photodiode that is sensitive in the wavelength range of 200–1,100 
nm was installed at an inclination of 45◦ with respect to the welding 
direction, and it was aimed towards the laser focal point. The distance 
between the end of the photodiode and laser focal point was 85 mm. A 
band-pass filter with a center wavelength of 580 nm and a FWHM of 5 
nm was applied to detect a specific Cu emission [19]. Voltage signals 
from the photodiode were sampled at a frequency of 50 kHz using an 
analog-to-digital converter (NI 9234, National Instruments, USA). 

The output of the deep learning model was set as the penetration 
depth. Penetration measurement through cross-sectioning presents a 
limitation in terms of the number of data points that can be collected. A 
keyhole-depth monitoring device (WDM, Trumpf GmbH, Germany) was 
used for real-time and high-frequency penetration-depth estimation. 
The WDM was used to measure keyhole depth using optical coherence 
tomography (OCT). The measurement range and sampling frequency 
were set to values up to 8.0 mm and 7 kHz, respectively. Using the 
keyhole-depth measurement from the WDM, this study calibrated the 
relationship between keyhole depth and penetration depth that was 
determined in a previous study that employed the same material com
bination and welding parameters [19]. 

Welding experiments were conducted under twenty-five different 
welding conditions. The welding speed was varied from 3 to 7 m/min, in 
1 m/min increments. Five laser powers per welding speed were selected 
to implement various penetration modes, ranging from partial melting 
of the upper Al plate to stable penetration into the lower Cu plate. 
Throughout the entire experiment, the laser power ranged from 1.1 to 
1.6 kW. 

Continuous OCT output signals, photodiode signals, and coaxial 
images were recorded in sync. Only the middle signals, excluding 0.3 s at 
both the welding start and end, were used for modeling. 

After modeling, a verification welding run was conducted. In the 

Table 1 
Chemical composition of base materials (wt%).  

Al 1050 Al Si Fe Cu Mn Mg Zn Ti V 
99.59 0.068 0.286 0.003 0.001 0.001 0.002 0.023 0.016  

C1100 Cu 
99.959  

Table 2 
Mechanical properties of base materials.   

Tensile strength (MPa) Elongation (%) 

Al 1050 15.8 5 
C1100 268 27.5  
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verification run, the laser output power was increased from 1,100 to 
1,500 W, and the welding speed was fixed at 3 m/min. The welded 
specimen was cut along the longitudinal centerline, and the penetration 
depth profile measured using optical microscopy was compared with the 
penetration depth estimated using the proposed deep learning models. 

2.2. Data preprocessing 

In the proposed system, the high-speed camera was used as the pri
mary sensor, and the photodiode as an auxiliary sensor. Four models 
were developed for the real-time estimation of weld penetration—one 
unisensor model using weld-pool images as input, and three multisensor 
models using photodiode signals and weld-pool images as input. In the 
multisensor models, the photodiode signals were preprocessed accord
ing to the following signal processing methods: (1) downsampling in the 
time domain, (2) fast Fourier transform (FFT), and (3) short-term 
Fourier transform (STFT). For all models, the output was the penetra
tion depth measured using the OCT device. The original frequencies of 
imaging, photodiode A/D conversion, and OCT sampling were 10, 50, 
and 7 kHz, respectively, and these were resampled at 0.1 kHz by aver
aging the raw signals, as described below.  

a. Image preprocessing 

Images recorded at a frequency of 10 kHz were downsampled to 0.1 
kHz by averaging the intensity per pixel for every 100 images, as shown 
in Fig. 2. Here, m, n, l, I, and Is denote the vertical resolution (232), 
horizontal resolution (768), number of averaged images (100), in
tensity at the pixel, and averaged intensity at the pixel, respectively. The 
subscripts i, j, and k indicate the pixel location. The averaging algorithm 
provided a software low-pass-filtering effect, thus reducing noise 
(Fig. 3). Although the edge lines were slightly blurred, the keyhole and 
edge features were highlighted after preprocessing.  

b. Time-series signal preprocessing 

In the time-domain multisensor model, photodiode and OCT signals 
were downsampled to 0.1 kHz. This approach of downsampling by 
averaging was applied to the time-series signals, as shown in Fig. 4. 
Here, n, l, V, and Vs denote the number of signals per unit raw data 
sample, length of averaging, raw signal sample, and averaged signal 
sample, respectively. The subscripts i and j indicate the signal location. 

Fig. 1. Schematic diagram of the proposed data acquisition system.  

Fig. 2. Downsampling of images using the proposed sampling approach and 
averaging algorithm. 

Fig. 3. Comparison of (a) original image and (b) preprocessed image using the 
proposed algorithm. 
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The lengths of averaging for the photodiode and OCT signals were 5 and 
70, respectively. Thus, the sampling rates after preprocessing were 10 
kHz for the photodiode signal and 0.1 kHz for the OCT signal. Conse
quently, one data point for the time-domain multisensor model con
sisted of an input 232 × 768 pixels image and 100 photodiode signals, 
and an output of one OCT signal. 

In the FFT and STFT multisensor models, data points were prepared 
at a sampling rate of 0.1 kHz. The downsampling approaches for both 
image and OCT signals were as described above. In the FFT model, a 
spectrum of 500 frequency-domain characteristics were derived from 
500 photodiode signals. One data point of the FFT model consisted of a 
232 × 768 pixels image and a spectrum with 500 frequency-domain 
characteristics for the photodiode signal as input, and one OCT signal 
as output. In the STFT model, the 500 photodiode signals were trans
formed into an STFT spectrogram, a time–frequency characteristics 
matrix with a dimension of 23 (time) × 23 (frequency). One data point 
of the STFT model included a 232 × 768 pixels image and 23 × 23 STFT 
spectrogram as input, and one OCT signal as output. 

Fig. 5a shows the raw and preprocessed photodiode signals. Despite 
signal smoothing due to averaging, the averaged signal sufficiently 
represented the raw signal characteristics. Fig. 5b and c show examples 
of the photodiode signal frequency-domain characteristics. Although the 
frequency-domain characteristics presented relatively low resolution, 
they were used in the modeling without further adjustment to maintain 
the response speed. Fig. 6 shows the raw and preprocessed OCT signal. 
The averaged OCT signal exhibited a slight time delay with respect to the 
raw signal because the sampling rate of the downsampled OCT signal 
was relatively slow. 

2.3. Deep learning models 

Unisensor and multisensor models were investigated in this study, as 
shown in Fig. 7. The unisensor model was a typical convolutional neural 
network (CNN) model with an input comprised of CCD images. In the 
unisensor model, a CNN with two convolution, batch normalization, and 
max pooling layers was connected to a fully connected neural network 
(FCN) with two dense layers (Fig. 7a). A rectified linear unit (ReLU) 
function was chosen as the activation function at all nodes, with the 
exception of the output layer nodes, where an identical function was 
applied as the activation function. In the multisensor models, one of 
three networks used for the photodiode signal was concatenated with a 
two-dimensional CNN model of the image before the FCN layers 
(Fig. 7b). The time-domain model was composed using a one- 
dimensional CNN for the photodiode signal. One-dimensional CNN 
models are known to be good substitutes for recurrent neural networks 
(RNNs) in modeling time-series signals because of reduced calculation 
costs [20]. Moreover, a one-dimensional CNN model showed excellent 
penetration-mode prediction performance in a previous study [19]. 
Additionally, the structure of the CNN model was similar to that of the 

CNN for the CCD image, with the exception of the kernel size in the 
convolution layers. The STFT model was developed using a 2D CNN for 
the STFT magnitude. The FFT model used the FFT characteristics 
directly without the use of a neural network. 

2.4. Deep learning model training 

2.4.1. Training and validation 
After data preprocessing, 2,115 data points were randomly divided 

into training, validation, and test datasets, which contained 1480, 317, 
and 318 data points, respectively. The mean square error (MSE) loss 
function and an Adam optimizer [21] were used for model training. The 
parameters for the Adam optimizer were as follows: learning rate of 10-3, 
β1 = 0.9, β2 = 0.999, and ε = 10-8. The model was trained for 1000 

Fig. 4. Downsampling of time-series data using the proposed aver
aging method. 

Fig. 5. Photodiode signal processing (laser power: 1,484 W, welding speed: 7 
m/min). (a) Raw and downsampled time-domain signal, (b) FFT spectrum, and 
(c) STFT spectrogram. 
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epochs with mini batches of 16 data points. 
Neither the unisensor CNN model nor the multisensor models were 

overfitted during model training (Fig. 8). The loss for the training 
dataset decreased with the increase in the epoch number over the entire 

test range, whereas the loss for the validation dataset saturated after the 
300th epoch. 

The trained CNN models presented a nearly perfect prediction 
capability (Tables 3 and 4). The coefficients of determination (R2) for 
the unisensor model were 0.99986 and 0.98150 for the training and 
validation datasets, respectively. The mean absolute errors (MAEs) for 
the training and validation datasets were only 0.00273 and 0.03020 
mm, respectively. The MAE for the multisensor CNN models were 
slightly higher on the training data, but lower on the test data. The STFT 
multisensor model showed the best performance, both in terms of MAE 
and R2. 

2.5. Model test 

The coefficient of determination and MAE in the model tests were 
similar to those obtained in the model validation because the trained 
models were not overfitted (Fig. 9). The MAEs for the unisensor and 
multisensor models were between 0.02782 and 0.0302 mm, respec
tively. In the residual plot, the interquartile ranges (IQRs) for the uni
sensor and multisensor models were between 0.04468 and 0.04816 mm 
(Fig. 10). These values are approximately 1/10th the thickness of the top 
plate; thus, they are within an acceptable tolerance range for the esti
mation of penetration depth during high-power laser welding. 

0.0 0.1 0.2 0.3 0.4 0.5

Fig. 6. Measured and downsampled penetration depth using the proposed 
system (laser power: 1,484 W, welding speed: 7 m/min). 

Fig. 7. Architecture of the developed CNN models. (a) Unisensor model and (b) multisensor model.  

S. Kang et al.                                                                                                                                                                                                                                    



Optics and Laser Technology 161 (2023) 109179

6

2.6. Verification 

To verify the trained deep learning models, a welding trial was 
conducted by gradually increasing the laser power. The laser power was 
increased from 1,100 to 1,500 W for a welding length of 100 mm, while 
the welding speed was fixed at 5 m/min. During welding, the sensor 
signals were acquired, and the penetration depth was predicted using 
the unisensor and time-domain multisensor models. 

After the welding trial, the specimen was cut along the centerline in 
the longitudinal direction, and the cross-section was imaged by 
combining multiple images, as shown in Fig. 11. The fusion line profiles 
between the two arrows in Fig. 11 were extracted using image pro
cessing. The measured profiles were compared with the predicted 
penetration depths (Fig. 12). The MAEs for the unisensor and 

multisensor models were 0.0343 and 0.0298 mm, respectively, which 
are approximately 10 % higher than the MAEs in the model test results 
presented in the previous section, but within an acceptable tolerance 
level. 

3. Discussion 

This study is the first deep learning investigation that focusses on 
real-time and quantitative penetration-depth prediction in partial- 
penetration mode, rather than focusing on qualitative penetration- 
mode prediction. In previous studies, deep learning-based models 
have been used to classify welding quality [13,22-25], penetration mode 
[15,19,26,27], porosity [14], and spatter detection [28]. The CNN- 
based deep learning models employed in this study were able to accu
rately predict real-time penetration depth in Al/Cu dissimilar-metal 
laser welding. Among the models that were investigated, the STFT 
multisensor model showed the best accuracy. STFT is a type of feature- 
extraction algorithm in the frequency-domain that also contains time- 
localized characteristics. In the STFT multisensory model, a 2D CNN 
for the image and 2D CNN for the STFT spectrogram were concatenated, 
in an approach that showed excellent feature extraction and regression 
performance. 

In the coaxial monitoring of the weld pool during laser overlap 
welding, geometric features for the following physical objects may be 
characterized from images: (1) the molten pool, (2) keyhole, and (3) 
penetration hole [29,30]. The penetration hole was only observed when 
the keyhole fully penetrated the bottom of the overlap joint. Keyhole 
appearance is not an appropriate feature for determining penetration 
depth because various aspect ratios are implemented for the same 
keyhole opening in keyhole-mode laser welding. Additionally, the 
molten pool shapes are dependent on the heat input for the base metals, 
which affects the penetration depth. However, pool shapes cannot be 
used as the sole determinant of penetration depth because they undergo 
abrupt changes during a shift in penetration mode [29]. In the proposed 
models, penetration depth could be precisely predicted from a top-view 
image, which contains information on the keyhole, weld pool, and 

Fig. 8. Training and validation losses for (a) unisensor, (b) time-domain multisensor, (c) STFT multisensor, and (d) FFT multisensor CNN models.  

Table 3 
Mean absolute error of trained models (mm).   

Unisensor Time-domain 
multisensor 

STFT 
multisensor 

FFT 
multisensor 

Training 
data  

0.00273  0.00488  0.00330  0.00254 

Validation 
data  

0.03155  0.02998  0.02839  0.02821 

Test data  0.03020  0.02782  0.02782  0.02814  

Table 4 
Coefficient of determination, R2 of trained models.   

Unisensor Time-domain 
multisensor 

STFT 
multisensor 

FFT 
multisensor 

Training 
data  

0.99986  0.99958  0.99979  0.99990 

Validation 
data  

0.98071  0.98260  0.98411  0.98472 

Test data  0.98150  0.98430  0.98510  0.98471  
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solidified weld bead. 
Photodiodes are low-cost and high-sampling-rate devices used to 

evaluate welding phenomena, and their application to welding quality 
and stability assessment in laser welding has been well established. In 
the infrared, visible, and ultraviolet wavebands, photodiodes are able to 

detect thermal radiation, material emission, laser reflection, and laser- 
induced plasma [31-35], and they have been successfully transplanted 
from research to industry. However, photodiodes provide low resolu
tion, and their output is a unitless magnitude used to show relative 
spectral response, which is sensitive to the measuring location, focus, 
angle, and distance of sensor, base materials, and process parameters. 
Thus, photodiode-based sensors require a reference for each application 
to set classification criteria, and their role has been limited to discrete 
and qualitative evaluation. The proposed photodiode-sensor system had 
a wavelength band that was specified according to the base metal 
employed and was selected as an auxiliary sensor in quantitative eval
uation. The photodiode had a sampling rate of 50 kHz that is much 
higher than the dataset sampling rate of 0.1 kHz. Moreover, 500 
photodiode signals per data point may be used to enhance the accuracy 
of a prediction model. CNNs are famous for their local spatial feature- 
extraction capability that compensates for the relative nature of 
photodiode signals. 

The collection of a large number of data points is extremely impor
tant when building deep learning models. Real-time data acquisition for 
model inputs and outputs facilitates mass data collection; however, this 
is limited for welding data, particularly in terms of output data. Welding 
penetration data are traditionally collected from the transverse cross- 
section [17,36] and longitudinal cross-section [14,19]. The OCT has 
been recently introduced to measure laser keyhole depth and estimate 
penetration depth [37,38]. Although OCT measurement is inherently 
sensitive to both keyhole stability and measuring laser beam location 
[39], a number of investigations have been conducted into its 

Fig. 9. Model evaluation using test dataset: (a) unisensor, (b) time-domain multisensor, (c) STFT multisensor, and (d) FFT multisensor CNN models.  

Fig. 10. Residual plot for the test dataset obtained using the pro
posed approach. 

Start

End

Fig. 11. Evolution of the longitudinal cross-section of the specimen with gradually increasing laser power (welding speed: 3 m/min; weld length: 100 mm; initial 
laser power: 1,100 W; final laser power: 1,500 W). 
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application to pore detection [38], weld seam tracking [40], weld depth 
monitoring [39,41], and OCT surface quality classification [42,43]. In 
this study, the OCT signal was employed as an output sensor to collect 
numerous data points without the need for time-consuming cross- 
sectioning. The OCT sensor signal was stabilized using downsampling, 
and the penetration depth was effectively determined using the rela
tionship between the OCT signal and penetration depth. 

4. Conclusions 

In this study, the proposed deep learning models were shown to 
predict in situ penetration depth during laser welding of Al/Cu overlap 
joints. A unisensor model using top-view images and multisensor models 
utilizing auxiliary photodiode sensor signals were proposed, and the 
following conclusions were drawn.  

• Unisensor and multisensor CNN models were constructed to predict 
penetration depth. These regression models presented excellent ac
curacy, providing determination coefficient (R2) values of 0.02782 
and 0.0302, and MAEs of approximately 10 % of upper plate 
thickness.  

• The models were constructed using coaxial weld-pool images and 
photodiode signals as inputs and the OCT signal as output. Laser 
illumination and a band-pass filter enhanced the reliability of the 
input sensors. The OCT signal was successfully used as a real-time 
penetration depth sensor for the detection of keyhole depth.  

• The STFT multisensor model showed the best performance among 
the models, in terms of penetration-depth prediction. In this model, a 
2D CNN for the image and 2D CNN for the STFT spectrogram were 
concatenated.  

• In a verification experiment conducted using a gradually increasing 
laser power, penetration depth was accurately predicted by both the 
unisensor and multisensor models, with MAEs of 0.0343 and 0.0298 
mm, respectively. 

Therefore, the proposed deep learning models were successfully 
employed in the prediction of real-time penetration depth in partial- 
penetration mode. 
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